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Online pose estimation 
degrades accuracy 

due to pose changes 
during processing time.

Updating Human Pose Estimation using Event-based Camera to Improve Its Accuracy
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Movie
You can check the video 

of the operation status 

from here.
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generate Dense Optica Flow and update

➢ Improve accuracy 
by compensating 
pose changes in 
processing time.

Red : pose at completion of pose estimation    Purple : pose in the process of updating
Blue : pose after updating completion

Experimental results

Even in the middle frame with intense movement, 
our method kept low MPJPE.

Baseline : Pose that was not updated (Red pose in Results)

GT : Next pose estimation output (Next red pose in Results)

The second half has intense motion compare with the first, 
so the number of updates has increased.

Objective : Real-time human pose estimation

 Real-time human interfaces such as live avatar 
broadcasting and dynamic projection mapping 
require real-time pose estimation.

 Current markerless human pose estimation is not 
fully real-time.

Main issue

1. Adaptive event buffering : 
Buffers 𝑁𝑏 events by a fixe number of events.

2. Event limiting : 
Extracts only the necessary 𝑁𝑙 events.

3. Dense optical flow calculation : 
Estimates the dense optical flow 𝑭𝒎−𝟏 ∶ 𝒎 from 

two Event images 𝐼𝑚𝑁𝑏−𝑁𝑙
and 𝐼 𝑚−1 𝑁𝑏−𝑁𝑙

as 

an estimate of the joint position changes.

4. Pose update : 
Finally, the 𝑡1’s pose 𝐽0 is iteratively updated 

using the dense optical flows, one by one, to 

estimate the 𝑡1’s pose 𝐽1.

Input : Events & Estimated pose
Output : Real-time pose

1st ~ 3rd module of each mth phase is 
processed during runtime of estimation 
𝒕𝟎~ 𝒕𝟏, and pose update is processed as 

soon as finishing estimation at 𝒕𝟏.
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degraded
by processing time
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improved
by pose updates

Updating estimated pose J0 to real-time pose JM

immediately by using event-based camera.
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Overview :
Updating estimation 
using Event-based camera
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