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Abstract

In this paper, we proposed an improved optical
scattering tomography for optically dense media. We
model a material by many layers with voxels, and light
scattering by a distribution from a voxel in one layer to
other voxels in the next layer. Then we write attenua-
tion of light along a light path by an inner product of
vectors, and formulate the scattering tomography as
an inequality constraint optimization problem solved
by an interior point method. To improve the accu-
racy, we solve simultaneously four configurations of
a multiple-scattering tomography, however, this would
increase the computational cost by a factor of four if
we simply solved the problem four times. To reduce
the computation cost, we introduce a quasi-Newton
method to update the inverse of a Hessian matrix
used in the iteration of the interior point method. We
show experimental results with numerical simulation
for evaluating the proposed method and comparisons
with our previous work.

1. Introduction

In this paper we describe a method for scattering
optical tomography of highly scattering media. Unlike
X-ray computed tomography (CT) which uses X-ray
penetrating human body, optical tomography uses vis-
ible or infrared light sources and has been developed
over the last decades [1, 2]. Diffuse optical tomography
(DOT) [3] is a kind of optical tomography widely used
today. Our current paper aims to develop an optical
tomography method that uses infrared light input and
observed outgoing light at the opposite side of the
body, shown as in Figure 1(a), like as a source-detector
configuration that X-ray CT uses. The incident light
is however heavily scattered inside a medium when
the medium is optically thick; this usually happens
in the case of human body. This problem is called

scattering tomography and recently studied in optics
[4, 5], physics [6, 7], computer vision [8, 9], and even
computer graphics [10, 11].

Light scattering is modeled usually by the radiative
transfer equation (RTE) [12, 13] in physics and optics,
and by the volume rendering equation [10, 14] for
a time-independent case, which has been developed
in in computer graphics. A forward problem of light
scattering uses those equations and is therefore studied
both in physics for simulation [12, 13] and in graphics
for rendering [15, 16, 17, 18]. An inverse problem of
light scattering — this is often called inverse scattering
or scattering tomography — has been studied in many
different approaches, for example, approximations of
RTE [4], single scattering assumption [6, 7], and
uniform media approximation [10]. Often scattering is
assumed to be weak [4] or single [6, 7] because highly
scattering media and multiple scattering is difficult to
analyze.

We present a method of multiple scattering tomog-
raphy whose approach is based on an approximation
of the volume rendering equation in order to deal with
highly scattering media and multiple scattering. In this
paper, we extend our previous work [9] for improving
accuracy and efficiency. The model of light scattering
of our method is based on the path integral [17, 19, 20]
developed in graphics community. Since the scattering
model with path integral is so general, we take the
following assumptions (see Fig. 1(b)) : (1) multiple
(not single) scattering is dominant, (2) forward scat-
tering is also dominant relative to backward scattering,
(3) a material consists of many parallel layers made
of voxels, and (4) light is scattered from one layer
to another because forward scattering is assumed be
dominant. Combining these assumptions together, we
develop a constraint optimization problem to solve the
scattering tomography.

Contributions of this paper are summarized as
follows:
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Figure 1. Configurations of light sources and
observations. (a) Source-detector configuration of
CT. (b) A single configuration with the layers
model. A light source at position i emits light to
the first layer, then the light is scattered to the next
layer. At the last layer, output is observed at each
position j. (c) Four configurations. The object is
fixed while the light source and detector are rotated
by 90 degrees.

• We develop an optimization method to solve
simultaneously four configurations a multiple-
scattering tomography (shown in Figure 1(c)),
while the previous work [9] is limited to a sin-
gle configuration. This significantly improves
the quality of results.

• We introduce a quasi-Newton method to effi-
ciently solve the optimization problem.

We will describe the scattering model in section 2 as a
forward and inverse models. The developed constraint
optimization problem and algorithm to solve it with
an interior point method with quasi-Newton is shown
also in section 2. Experimental results of numerical
simulation are shown in section 3. In the simulation,
we demonstrate that accuracy of the results increases,
and computation time decreases to about 30% com-
pared to the previous work. This improvement seems
promising, while the material used in the simulation
is of the size 10 by 10 in 2D and also the number of
configurations are four instead of 360 as in CT because
of the inherent difficulty of multiple scattering.

2. Method

In this section, we first describe the forward prob-
lem; how light goes through a medium in terms of path
integral. Then we describe the developed algorithm to
solve the the inverse problem of scattering tomography.

2.1.Forward model

Our layered model is shown in Figure 1(b). A
scattering material is a 2D grid consisting of N layers,
each of which has M voxels; xn,m. Our aim is to
estimate each voxel’s extinction coefficients, σt(xn,m),
which describe how much light is attenuated at that
voxel. To this end, we emit light from a light source
to the first layer at position i from the top side of the
material. The light is attenuated and scattered to the
next layer, while some portion of light goes outside.
What we observe is the light Iij going outside from the
bottom layer at position j. By changing incident and
outgoing positions (i, j), we have a set of observations
Iij . We describe the scattering and attenuation models
below.

We use a simple scattering model [9] from voxel i
at layer n to voxel j at layer n+ 1 :

ps(xn,i,xn+1,j) = Ce
‖xn,i−xn+1,j‖

2

σ2 , (1)

where xn,i is the coordinate of the center of voxel
i at layer n, and C = 1√

2πσ2
. The Gaussian model

of scattering [21] encodes the scattering coefficient
(or scattering cross section) and the phase function.
It has parameter σ2 describing how broad the light is
scattered. This model results in a scattering factor cijk
of a particular path;

cijk =

N−1∏
n=1

ps, (2)

where (i, j, k) is index of kth path (k = 1, . . . ,MN−2)
that starts at i and ends at j.

Attenuation of light is modeled by the integral of
extinction coefficients along a path. For a segment of
a path (Fig. 2(a)) from voxel i at layer n to voxel j
at layer n+ 1, the attenuation factor can be exactly
written as the following form of exponential decay;

pt(xn,i,xn+1,j) = e−
∫ 1
0
σt((1−s)xn,i+sxn+1,j)ds, (3)

where σt(x) is extinction coefficient at x.
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Figure 2. A path segment (a) from xn,i to xn+1,i+2

and corresponding four subsegments (b) only in
contributing voxels.

In our 2D layered model, extinction coefficients
are assumed to be constant in each voxel. Hence this
integral over the path segment can be transformed into
the sum of the length, dn,i, over a voxel i in layer
n multiplied by the extinction coefficient, σt(xn,i), of
that voxel, as follows [9]:

pt(xn,i,xn+1,j) = e−
∑n+1
n̂=n

∑
î dn̂,̂iσt(xn̂,̂i). (4)

Here we somehow abuse the notation: dn̂,̂i is the length
of the part where the path segment (from voxel i
at layer n to voxel j at layer n+ 1) passes across
voxel î at layer n̂. An example is shown in Fig.
2(b). Here, a path segment from xn,i to xn+1,i+2 is
decomposed into four subsegments, hence four voxels
only contribute to compute the attenuation (3). Other
voxels are ignored and corresponding dn̂,̂i in (4) are
zero. Therefore we can write the exponential decay
along a path as a sum of extinction coefficients.

The attenuation at each layer is accumulated as the
light goes along a path from layer to layer. To simplify
the notation, we introduce a vector notation; Let dijk
be a path represented as a length vector that consists
of dn,i of all voxels and σt be a vector of extinction
coefficients of σt(xn,i). Now the attenuation factor
aijk of a particular path (i, j, k) can be written as

aijk =
∏
n

pt = e−d
T
ijkσt . (5)

Observations Iij are the sum of contributions of all
paths;

Iij =

MN−2∑
k=1

I0 cijk aijk, (6)

where I0 is the intensity of incident light. Because the
observation is the sum of all path contributions, this
model is called a path integral [17, 19, 20] while in
our case integral is replaced wit summation.

2.2.Inverse model

Next we describe our inverse problem.

By changing a pair of (i, j), the positions of
incident and outgoing points of light, we have M2

observations Iij and equations to solve the following
least squares problem:

min
σt

f0, f0 =

m∑
i=1

m∑
j=1

|Iij −
mm−2∑
k=1

I0cijk e
−dTijkσt |2,

(7)
under 2MN constraints

0 � σt � u, (8)

where the symbol � denotes generalized inequality
that every elements in a vector must satisfy the in-
equality. The lower bound comes from the fact that the
extinction coefficient must be positive, and the upper
bound is for numerical stability to exclude unrealistic
values to be estimated.

As shown in Figure 1(c), we have four configu-
rations of light sources and detectors. To use all of
them at the same time, we add corresponding four cost
functions to form a single function f0; there are four
different sets of observations Iij and paths ijk while
they all share the same variables σt to be estimated.
This makes us to use the same problem (7) in a single
formulation at the expense of additional (factor of four)
computation cost.

We solve the above optimization problem with
inequality constraints by using an interior point method
with barrier functions [22]. The developed algorithm
is shown in Algorithm 1. It iteratively solves un-
constrained optimization problems with modified cost
function (9) with barrier functions to keep solutions
feasible. The unconstrained optimization problems are
also solved iteratively, we call them iteration inner
loops, and iterations of them outer loops.

We introduce a quasi-Newton method to reduce the
computation cost of the inner loop. Newton method
is known to be computationally expensive, which was
used in our previous work [9], because it keeps Hessian
and computes its inverse for computing a direction at
each step. Instead, we use a quasi-Newton method,
more specifically, Broyden–Fletcher–Goldfarb–Shanno
(BFGS) algorithm to update the inverse of Hessian.
We will show in the experiments that computation
time decreases compared to the previous work whereas
results are much improved.



Algorithm 1: Proposed algorithm for the inverse
problem.

Input: Parameters µ > 1, ε > 0, and
t = tinit > 0.

Data: A feasible initial solution σt = 0,
Hessian inverse H−1 = I .

Result: σt.
1 repeat// outer loop: interior
point

2 t← µt
3 Set a barriered cost function;

f1(t) = tf0 −
∑
l

(log(σtl) + log(u− σtl)),

(9)

where σtl is l-th element of σt.
4 k ← 0, H−1k ← H−1, σtk ← σt.
5 repeat// inner loop:

quasi-Newton
6 Update H−1k with BFGS.
7 Compute direction: −H−1k ∇f1(σtk).
8 Perform line search to find step size α.
9 Update estimate

σt
k+1 ← σt

k − αH−1k ∇f1(σtk).
10 k ← k + 1.
11 until converge;
12 H−1 ← H−1k , σt ← σt

k.
13 until 2MN

t ≥ ε;

3. Experimental results

We evaluate the proposed method by numerical
simulation. Four kinds of materials of the size 10×10
shown in Figure 3(a) are used. Each material has
almost homogeneous extinction coefficients (in light
gray) except few voxels with much higher coefficients
(in darker gray), which means those voxels absorb light
much more than others. Parameters are set as follows:
σ2 = 1.0 for scattering; u = 1.0 for the upper bound;
tinit = 1.0, µ = 1.5, and ε = 10−2 for interior point.

Estimated results are shown in Figure 3(b) and (c):
results in the second row (b) are obtained by previous
work [9], while results in the third row (c) are by our
proposed method. Our results (c) are much closer to the
ground truth (a) and better than the previous work (b).
This is also confirmed by qualitative results in terms
of root mean squares error (RMSE) shown in Table 1.
Table 2 shows computation time spent by the previous
work and proposed method; it is roughly reduced to
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1

2

3

4

5

6

7

8

9

10

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.200 0.200 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.200 0.200 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050
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0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.200 0.050 0.050 0.050 0.050 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.200 0.050 0.050 0.050 0.050 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

7

8

9

10

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.200 0.200 0.200 0.200 0.200 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.200 0.050 0.050

0.050 0.050 0.200 0.200 0.200 0.200 0.200 0.200 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050 0.050
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0.010 0.010 0.010 0.010 0.050 0.050 0.010 0.010 0.010 0.010

0.010 0.010 0.050 0.050 0.050 0.050 0.050 0.050 0.010 0.010

0.010 0.050 0.050 0.100 0.050 0.050 0.050 0.050 0.050 0.010

0.010 0.050 0.150 0.200 0.100 0.050 0.200 0.200 0.050 0.010

0.050 0.050 0.150 0.150 0.100 0.050 0.050 0.050 0.050 0.050

0.050 0.050 0.100 0.150 0.050 0.050 0.050 0.110 0.050 0.050

0.010 0.050 0.050 0.100 0.050 0.050 0.120 0.180 0.100 0.010

0.010 0.050 0.050 0.050 0.050 0.050 0.050 0.130 0.050 0.010

0.010 0.010 0.050 0.050 0.050 0.050 0.050 0.050 0.010 0.010

0.010 0.010 0.010 0.010 0.050 0.050 0.010 0.010 0.010 0.010
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0.046 0.051 0.052 0.052 0.052 0.047 0.050 0.049 0.050 0.052

0.049 0.054 0.052 0.052 0.052 0.052 0.049 0.052 0.053 0.049

0.053 0.050 0.062 0.060 0.044 0.047 0.048 0.052 0.055 0.053

0.058 0.059 0.114 0.129 0.083 0.068 0.057 0.050 0.046 0.044

0.057 0.058 0.132 0.147 0.082 0.068 0.058 0.050 0.046 0.045

0.051 0.047 0.080 0.079 0.041 0.045 0.049 0.052 0.056 0.054

0.047 0.048 0.062 0.061 0.047 0.049 0.051 0.053 0.055 0.050

0.050 0.050 0.051 0.051 0.051 0.052 0.051 0.052 0.052 0.054

0.052 0.055 0.045 0.046 0.056 0.055 0.051 0.052 0.053 0.053

0.046 0.051 0.045 0.046 0.053 0.049 0.052 0.052 0.053 0.053
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0.047 0.052 0.055 0.051 0.049 0.049 0.051 0.055 0.052 0.047

0.052 0.052 0.059 0.050 0.049 0.049 0.050 0.059 0.052 0.052

0.056 0.059 0.082 0.070 0.075 0.075 0.070 0.082 0.059 0.056

0.051 0.050 0.076 0.048 0.048 0.048 0.048 0.076 0.050 0.051

0.049 0.049 0.082 0.048 0.050 0.050 0.048 0.082 0.049 0.049

0.051 0.049 0.078 0.047 0.049 0.049 0.047 0.078 0.049 0.051

0.056 0.058 0.084 0.070 0.075 0.075 0.070 0.084 0.058 0.056

0.052 0.051 0.060 0.049 0.049 0.049 0.049 0.060 0.051 0.052

0.050 0.052 0.054 0.052 0.051 0.051 0.052 0.054 0.052 0.050

0.050 0.052 0.050 0.051 0.050 0.050 0.051 0.050 0.052 0.050
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1

2

3

4

5

6

7

8

9

10

0.047 0.054 0.054 0.056 0.056 0.055 0.056 0.055 0.050 0.042

0.055 0.055 0.062 0.066 0.066 0.067 0.065 0.065 0.053 0.050

0.058 0.067 0.105 0.138 0.176 0.168 0.127 0.116 0.064 0.057

0.048 0.052 0.079 0.075 0.074 0.075 0.078 0.132 0.064 0.059

0.045 0.052 0.082 0.076 0.075 0.076 0.080 0.166 0.065 0.055

0.049 0.052 0.080 0.075 0.074 0.075 0.078 0.141 0.063 0.060

0.059 0.066 0.107 0.137 0.175 0.165 0.125 0.122 0.064 0.057

0.057 0.055 0.065 0.064 0.063 0.063 0.063 0.068 0.052 0.051

0.055 0.058 0.060 0.064 0.064 0.064 0.063 0.056 0.055 0.051

0.053 0.056 0.051 0.053 0.053 0.052 0.053 0.049 0.052 0.048

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

7

8

9

10

0.024 0.029 0.033 0.037 0.052 0.047 0.032 0.029 0.023 0.023

0.021 0.031 0.045 0.054 0.054 0.046 0.046 0.043 0.030 0.021

0.038 0.043 0.059 0.068 0.049 0.042 0.054 0.055 0.041 0.032

0.039 0.054 0.093 0.124 0.097 0.093 0.105 0.097 0.061 0.041

0.067 0.065 0.093 0.111 0.057 0.049 0.077 0.092 0.055 0.040

0.040 0.053 0.089 0.106 0.065 0.053 0.074 0.097 0.053 0.046

0.038 0.043 0.060 0.068 0.053 0.053 0.080 0.114 0.074 0.053

0.029 0.038 0.049 0.056 0.051 0.047 0.053 0.071 0.049 0.041

0.024 0.030 0.038 0.044 0.051 0.047 0.041 0.050 0.032 0.024

0.025 0.028 0.028 0.031 0.044 0.046 0.028 0.035 0.027 0.026

(b)
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1
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6

7

8

9

10

0.049 0.050 0.050 0.051 0.053 0.048 0.051 0.047 0.048 0.053

0.049 0.050 0.051 0.051 0.051 0.050 0.048 0.048 0.052 0.050

0.044 0.057 0.058 0.051 0.044 0.046 0.046 0.046 0.053 0.055

0.055 0.046 0.187 0.200 0.057 0.060 0.056 0.046 0.047 0.047

0.056 0.047 0.194 0.190 0.052 0.053 0.052 0.076 0.041 0.039

0.053 0.047 0.058 0.053 0.041 0.044 0.050 0.045 0.055 0.054

0.045 0.048 0.060 0.055 0.045 0.047 0.049 0.048 0.054 0.049

0.052 0.052 0.041 0.053 0.052 0.051 0.049 0.048 0.051 0.050

0.049 0.052 0.049 0.047 0.054 0.052 0.048 0.049 0.052 0.049

0.048 0.051 0.052 0.050 0.052 0.049 0.051 0.047 0.047 0.054

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

7

8

9

10

0.048 0.052 0.051 0.051 0.048 0.049 0.051 0.052 0.050 0.049

0.053 0.050 0.054 0.047 0.044 0.045 0.049 0.057 0.053 0.049

0.049 0.055 0.158 0.068 0.072 0.071 0.067 0.153 0.056 0.052

0.052 0.046 0.071 0.040 0.043 0.040 0.039 0.070 0.047 0.053

0.046 0.044 0.079 0.040 0.042 0.041 0.041 0.077 0.044 0.046

0.052 0.046 0.073 0.039 0.040 0.041 0.039 0.073 0.045 0.052

0.051 0.054 0.160 0.065 0.070 0.070 0.064 0.165 0.053 0.049

0.050 0.052 0.057 0.046 0.045 0.045 0.046 0.056 0.052 0.051

0.048 0.051 0.051 0.052 0.048 0.048 0.052 0.049 0.051 0.049

0.051 0.050 0.047 0.051 0.051 0.051 0.052 0.047 0.051 0.050

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

7

8

9

10

0.047 0.049 0.051 0.052 0.049 0.049 0.057 0.050 0.051 0.045

0.054 0.048 0.051 0.047 0.046 0.051 0.053 0.050 0.048 0.052

0.055 0.058 0.181 0.196 0.208 0.198 0.185 0.227 0.047 0.045

0.050 0.049 0.058 0.051 0.047 0.052 0.054 0.172 0.055 0.062

0.039 0.049 0.062 0.054 0.050 0.057 0.058 0.180 0.052 0.050

0.052 0.046 0.058 0.049 0.048 0.053 0.056 0.172 0.056 0.060

0.052 0.054 0.193 0.202 0.205 0.185 0.168 0.261 0.041 0.039

0.054 0.045 0.051 0.048 0.047 0.051 0.054 0.054 0.046 0.050

0.047 0.049 0.049 0.052 0.048 0.057 0.060 0.043 0.048 0.047

0.051 0.053 0.048 0.049 0.051 0.049 0.053 0.042 0.054 0.051

1 2 3 4 5 6 7 8 9 10

1

2

3

4

5

6

7

8

9

10

0.000 0.002 0.035 0.039 0.025 0.026 0.010 0.009 0.029 0.005

0.018 0.019 0.023 0.044 0.053 0.069 0.031 0.064 0.018 0.000

0.025 0.044 0.042 0.066 0.069 0.065 0.055 0.064 0.012 0.026

0.022 0.054 0.121 0.158 0.177 0.042 0.223 0.157 0.030 0.037

0.022 0.036 0.191 0.221 0.034 0.040 0.041 0.074 0.055 0.037

0.022 0.065 0.115 0.154 0.031 0.056 0.079 0.084 0.086 0.017

0.027 0.055 0.054 0.074 0.037 0.055 0.097 0.205 0.097 0.019

0.024 0.042 0.036 0.047 0.066 0.049 0.052 0.123 0.038 0.023

0.018 0.021 0.018 0.034 0.074 0.076 0.037 0.041 0.015 0.008

0.001 0.001 0.036 0.034 0.033 0.022 0.017 0.020 0.009 0.008

(c)

Figure 3. Simulation results for σ2 = 1.0. (a)
Ground truth of four materials 1, 2, 3, and 4. (b)
Results of [9]. (c) Results of our method. Values in
each voxel are estimated value of σt, and darker
gray represents larger value.

Table 1. RMSEs of results for four materials. The
order is the same with Figure 3(b) and (c).

method 1 2 3 4
Fig. 3(b) [9] 0.016978 0.02731 0.043248 0.030447
Fig. 3(c) ours 0.004987 0.01213 0.010154 0.022141

30% (by our unoptimized code in MATLAB on a PC
with Intel Xeon E5 2GHz).

Values of the cost function f0 in Eq. (7) are shown
in Figure 4. At each iteration of the outer loop of
Algorithm 1, the difference between observation and
the model, Eq. (7), decreases and becomes smaller than
10−5 at the convergence.

4. Conclusions

In this paper, we have proposed an improved scat-
tering tomography with a layered model. Based on
the assumptions we made for simplifying a scattering
material, we have formulated the inverse model as a
constraint nonlinear least squares problem. Then we
solved it by interior point method with a quasi-Newton



Table 2. Computation time (in seconds) of results
for four materials in Figure 3(b) and (c).

method 1 2 3 4
Fig. 3(b) [9] 191.334 162.035 197.519 195.628
Fig. 3(c) ours 55.602 55.602 70.531 76.773

0 5 10 15 20 25 30
number of iterations

10-6

10-5

10-4

10-3

10-2

10-1

100

v
a
lu

e
 o

f 
co

st
 f

u
n
ct

io
n
s

f0  1

f0  2

f0  3

f0  4

Figure 4. Cost function values f0 over iterations of
outer loop. Numbers of f0 are the order in Figure
3(c): 1 is the left most, and 4 is the right most.

method. In the experiments, results were much more
improved than the previous work as well as compu-
tational cost is decreased. Currently our simulation is
limited to discretized 2-dimensional media, however
the method can be applied to 3-dimensional media.
Also more larger size of grids will be used in future
work.
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