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Abstract

We present a novel time-resolved light transport decom-

position method using thermal imaging. Because the speed

of heat propagation is much slower than the speed of light

propagation, transient transport of far infrared light can be

observed at a video frame rate. A key observation is that

the thermal image looks similar to the visible light image in

an appropriately controlled environment. This implies that

conventional computer vision techniques can be straightfor-

wardly applied to the thermal image. We show that the dif-

fuse component in the thermal image can be separated and,

therefore, the surface normals of objects can be estimated

by the Lambertian photometric stereo. The effectiveness of

our method is evaluated by conducting real-world experi-

ments, and its applicability to black body, transparent, and

translucent objects is shown.

1. Introduction

Light transport decomposition has attracted broad inter-

est in the computer vision and computer graphics fields.

This is because many computer vision techniques implic-

itly or explicitly assume only diffuse reflection, which sim-

plifies observation models. An image in the real world is,

however, composed of many optical components, such as

specular reflection, inter-reflection, and subsurface scatter-

ing. Light transport decomposition plays an important role

to bridge the gap between the real world and the models.

Prior works have decomposed light transport using

color [41], polarization [47], and active illumination [29].

The time-resolved approach has emerged because the each

optical components has different transient properties on the

tens of pico seconds order [52]. There are multiple time-

resolved approaches, for example, with the use of a femto-

pulsed laser, interferometer [6], time-of-flight camera mod-

ifications [10, 20], and single-photon sensor [36]. Inspired

by the temporal decomposition of light transport, we de-

velop a novel time-resolved decomposition technique for

(a) A ball. (b) Color image. (c) Thermal image.

Figure 1: A ball captured by a conventional color camera

and a thermal camera. (a) The target object. (b) Reflec-

tion image using a conventional camera. (c) Thermal image

of the same object. When the object is carefully illumi-

nated, shading of both images is the same, which implies

conventional computer vision techniques can be applied to

the thermal images.

far infrared light transport. A key observation is that the

speed of heat propagation is extremely slow compared with

the speed of light propagation. Using thermal imaging, the

time-resolved decomposition is feasible at a video frame

rate.

To date, thermal imaging has been treated as being dif-

ferent from visible light imaging: The thermal image rep-

resents the temperature of the object, while the visible light

image reflects the visual information. We show, however,

similar images can be obtained when the observation envi-

ronment is appropriately controlled, because thermal imag-

ing makes up a part of far infrared light imaging. Figure 1

shows an image captured by a color camera and a thermal

image, where a ball is illuminated by a point light source.

Both the color image and the thermal image exhibit the

same shading. This observation implies that computer vi-

sion techniques can also be applied for thermal images.

In this paper, we show that far infrared light transport

can be regarded as a composition of multiple optical and

thermal effects similar to the visible light transport. We de-

fine ambient, specular, diffuse, and global components in

the thermal observation, and show the transient property of

each component. Based on this model, a time-resolved de-
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composition of the far infrared light transport is proposed.

Moreover, we show that the surface normal can be estimated

based on the Lambertian photometric stereo, because the

diffuse component, which follows the cosine law, of the far

infrared light is separated. The proposed thermal photomet-

ric stereo can be applied for any objects that absorb light and

convert it into heat, including black body, transparent, and

translucent objects. It has a wide applicability compared

with the photometric stereo using visible light.

The chief contributions of this study are threefold. First,

we extend the visible light transport model to the far in-

frared light transport. We show that the thermal image is a

composition of ambient, specular, diffuse, and global com-

ponents, which is similar to the visible light transport. Sec-

ond, a novel approach for time-resolved light transport de-

composition is provided based on the difference of the tran-

sient property of the far infrared light transport. Finally,

we show that ordinary computer vision techniques can be

straightforwardly applied to thermal images. As a proof

of the concept, we propose a method to recover the sur-

face normal using a photometric stereo after decomposing

the far infrared light transport. The surface normal of chal-

lenging objects that have complicated optical effects can be

recovered.

2. Related Work

Light transport decomposition Light transport decom-

position is a key technology for computer vision and graph-

ics because many techniques are based on the simple re-

flection model. The decomposition research started from a

color-based approach. Shafer et al. [41] propose the dichro-

matic reflectance model, in which specular reflection de-

pends on the color of the light source while diffuse reflec-

tion depends on the color of the object. Many works em-

ploy this model to separate the diffuse and specular reflec-

tions [40, 31, 38]. Using polarizers is another approach to

separate light transport. Wolff and Boult [50] separate dif-

fuse and specular reflections using linear polarization. Dif-

fuse reflection and volumetric scattering can also be sepa-

rated using circular polarization [47]. Active illumination

is an effective approach to decompose light transport. Na-

yar et al. [29] separate direct and indirect reflections us-

ing high-frequency pattern projection. Many extensions are

proposed to separate specular and diffuse reflections [21],

transmission and scattering [45], and single scattering and

multiple scattering [24]. O’Toole et al. [35, 34, 32] decom-

pose light transport using an epipolar constraint. Our far

infrared light transport decomposition falls into this type of

research, although this is the first work on far infrared light

transport decomposition.

Time-resolved decomposition of light transport is an

emerging technology to separate the light transport com-

ponents. Wu et al. [52] develop a method to decompose

diffuse reflection, inter-reflection, and subsurface scattering

based on the temporal response of a femtosecond-pulsed

laser. Resolving the multi-path problem in the time-of-

flight camera is an active research topic and it has been

studied by assuming the two-bounce or simplified reflec-

tion models [5, 2, 7, 16], K-sparsity [1, 4, 37], parametric

model [12, 19], consistency between ToF and stereo [22],

simplified indirect reflections [26], and large-scale multi-

path [17]. It can be used to measure a slice of BRDF [27],

perform non-line-of-sight imaging [11, 18, 48], and recover

the shape of transparent and translucent objects [42, 43].

Direct and indirect light transport can also be decomposed

by the time-resolved approach [52, 33, 8, 6]. While these

methods are effective, they require sub-nanosecond oper-

ations and are not easy to perform for many people. In-

spired by these methods, we propose a novel time-resolved

approach using thermal imaging. Because the time scale

of the heat propagation is a million times slower than that

of light, time-resolved light transport decomposition can be

achieved at a video rate.

Shape recovery The photometric stereo has been a broad

interest in the computer vision field. The Lambertian pho-

tometric stereo [51] is a standard way to recover the surface

normal by assuming Lambert reflection, no optical effect

such as shadow and scattering, orthogonal projection, and

parallel lights. To apply the Lambertian photometric stereo

for a non-Lambert surface, other optical components need

to be separated by pattern projection [29], polarization [28],

and fluorescence [46]. Similar to these approaches, we ap-

ply the Lambertian photometric stereo after extracting the

diffuse component.

Inoshita et al. [14] improves the photometric stereo

for translucent objects using surface normal deconvolution,

Ngo et al. [30] use a polarization cue to recover a smooth

surface, and Murez et al. [25] develop a photometric stereo

in a scattering media that consider the blur depending on

the distance. While these methods jointly compensate for

the global light transport in their solutions, we aim to sepa-

rate the far infrared light transport.

There is a small number of thermal imaging approaches

to solve computer vision problems. Saponaro et al. [39]

estimate the material from the water permeation and heat-

ing/cooling process of the object. Miyazaki et al. [23] re-

solve the ambiguity regarding polarization-based shape re-

construction using a thermal image. Eren et al. [3] recover

the transparent shape by triangulation using laser beam spot

heating and thermal imaging. We are interested in the de-

composition of far infrared light transport so that the surface

normal can be simply recovered by the Lambertian photo-

metric stereo.
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Figure 2: Far infrared light transport. While far infrared

light can partially be reflected on the surface, the rest of the

light is converted to heat energy, propagates inside the ob-

ject, and is then converted to far infrared light correspond-

ing to the temperature. The composition of all the compo-

nents are captured by a camera. The observation system is

closed in the far infrared light domain.

3. Far infrared light transport

We start with a brief review of thermal and far infrared

light imaging. A typical thermal camera observes the tem-

perature of the object by measuring the intensity of far in-

frared light because all objects emit far infrared light ac-

cording to its temperature. When the object is a black body,

the temperature and the intensity of far infrared light are

governed by the Stefan-Boltzmann law [13], which rep-

resents a one-to-one correspondence between temperature

and intensity:

E = σT 4, (1)

where E is the intensity of the radiated far infrared light, σ

is the Stefan-Boltzmann constant, and T is the thermody-

namic temperature. We can handle the intensity of the far

infrared light as the temperature, and vice versa.

We assume that the scene is illuminated by a stable paral-

lel light source of far infrared light and the object is captured

by a thermal camera as shown in Fig. 2. When the object is

not a black body, a part of the far infrared light reflects on

the surface, while the rest of the light is absorbed and con-

verted to the heat energy, the temperature increases, and far

infrared light is emitted corresponding to its temperature.

The observation is the sum of these effects and we term this

total energy transport as far infrared light transport because

the observation system is closed in the far infrared light do-

main.

An image captured by a normal camera is the compo-

sition of multiple light transport effects, e.g., specular and

diffuse reflections, inter-reflection, and subsurface scatter-

ing. Similarly, the thermal image is a sum of the multiple

far infrared light transports as shown in Fig. 3. A main dif-

ference between visible and far infrared light transport is

that the temporal transient properties are significantly dif-

ferent among the light transport components. The transient

state of visible light transport is not observable at a video

frame rate because the speed of light is extremely fast, while

that of the far infrared light transport is easily observable

because the heat conversion and propagation are relatively

slow. Figure 4 illustrates a concept of the temperature tran-

sition of the far infrared light transport components. Before

the light source is turned on, the observation consists of only

the ambient component. The specular reflection appears im-

mediately after the light source is turned on, and diffuse and

global radiation slowly appear as the temperature increases.

Then, the diffuse radiation reaches the steady state faster

than the global radiation.

The observed thermal image I(t) at a video frame t can

be modeled as

I(t) = A(t) + S(t) +D(t) +G(t), (2)

where A,S,D,G are the ambient, specular reflection, dif-

fuse radiation, and global radiation components, respec-

tively. We omit the camera pixel c because this observation

is pixel-wise, and we assume the light source is turned on at

t = 0 without the loss of generality. We review the detailed

properties of the far infrared light transport components be-

low.

Ambient The ambient component is the original temper-

ature of the object. This corresponds to the intensity of far

infrared light coming from the object when the heat source

is turned off. The ambient component is assumed to be con-

stant over time, and the effect of the heat source can be ex-

tracted by subtracting the initial state of the heat radiation.

In the context of optical measurements, the ambient com-

ponent corresponds to the ambient light or the dark current.

The ambient component A(t) is expressed as

A(t) = τ, (3)

where τ is the original temperature of the object.

Specular reflection The specular component is an effect

of far infrared light itself and not related to the heat propa-

gation or temperature of the object. In the temperature mea-

surement context, the specular component disturbs the ob-

served temperature. Because it is the behavior of light, the

specular component has the same properties as the visible

light transport. The specular component S(t) is only ob-

served when the light source is turned on as

S(t) =

{

L0rS (t > 0)

0 (t ≤ 0)
, (4)

where rS is the specular reflectance, and L0 is the inten-

sity of the ideal light source. Because the speed of light is

very fast, the specular component is stable and no transient

state is observed on the video frame scale. Note that we ig-

nore other optical effects such as diffuse reflection and sub-

surface scattering because they can be negligible for many
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Figure 3: Far infrared light and heat transport components. Similar to the visible light transport, far infrared light transport

consists of (a) ambient, which is the original temperature, (b) specular reflection as light, (c) diffuse radiation, and (d) global

radiation caused by heat propagation. Because the speed of heat is slower than that of light, every components has distinctive

transient properties hence they are separable.
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Figure 4: Transient properties of far infrared light transport.

Because the temporal responses of the components are sig-

nificantly different, they can be separated from the thermal

video frames.

materials owing to the long wavelength. They have how-

ever the same transient property, hence they can be safely

regarded as a part of the specular reflection.

Diffuse and global radiation Diffuse radiation is defined

as the surface heating. The energy is absorbed on the sur-

face and the temperature of the surface is raised by pho-

tothermal conversion. Corresponding to the irradiance of

light, the absorption energy of the incident far infrared light

follows the cosine law [13]. The emission energy is linear

to the absorbed energy, which is known as Kirchhoff’s law

of thermal radiation [13], which is given as

αE = εE, (5)

where α and ε are the coefficients of absorption and emis-

sion, respectively. The raised temperature can be observed

from any camera position; hence it corresponds to the Lam-

bertian reflection of visible light transport. Because diffuse

radiation is the effect on a single point, it is nearly stable

but there is a small transient state when the energy is ab-

sorbed, the temperature is raised, and far infrared light is

emitted. Compared with the temporal spread of diffuse re-

flection [49], which is about tens of picoseconds, the tem-

poral scale of diffuse radiation is much slower, and can be

captured at the video frame rate.

When the object is heated over a sufficiently long time,

the temperature is propagated in all directions, and we term

this heat propagation as global radiation. Heat propagation

is very slow, where it takes a few seconds to minutes, which

is much slower than the diffuse radiation. Because global

radiation spreads spatially, it corresponds to the subsurface

scattering in the visible light observation.

Because the intensity of the far infrared light correspond-

ing to the inner temperature follows the Fresnel law [23],

the global radiation varies with respect to the viewing an-

gle. However, it works as a scale factor with our setting,

hence the effect of Fresnel refraction can be safely ignored.

It has been reported that the diffuse reflection and sub-

surface scattering can be regarded as the same physical phe-

nomenon [15, 9, 44]; the light scatters on or beneath the sur-

face and eventually bounces off of the material in random

directions. Diffuse reflection represents the total intensity

of light close to the incident point on the surface, and the

subsurface scattering represents the light at a distance away

from the incident point on the surface. The same thing can

be said of the radiation; diffuse radiation is the heat energy

whose heating point is local and global radiation is the heat

that is propagated in all directions. Separating these compo-

nents is a heuristic problem and we adopt exponential fitting

to separate them.

We model the transient state of radiation using the expo-

nential functions as
{

D(t) = R∞(1− e−σdt)d∞

G(t) = R∞(1− e−σgt)g∞,
(6)

where σd and σg (σg ≪ σd) represent the coefficient of

the transient speed of diffuse and global radiations, respec-

tively, and d∞ and g∞ represents the ratio of diffuse and the

global radiation components at the steady state to the total

radiation, respectively.
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4. Thermal Photometric Stereo

Based on the difference in the transient properties of the

far infrared light transport components, we develop a de-

composition method and thermal photometric stereo.

4.1. Decomposition

Based on the observation of the transient properties, we

decompose these components. First, the ambient compo-

nent is observed before the light source is turned on. The

light source is turned on at t = 0, and the specular com-

ponent is the increased observation immediately after the

light source is turned on. The radiation component is the

transient state of increasing temperature and it is observed

until the temperature becomes steady. Finally, the radiation

is separated into diffuse and global radiations based on the

speed to reach the steady state. We will next explain the

details of the separation.

Separating ambient component The ambient compo-

nent is the observation before the light source is turned on,

and is determined as

A = I(0). (7)

The transient observation Tr(t) is the rest of the observa-

tion, given as

Tr(t) = I(t)−A. (8)

Separating specular reflection and radiation The spec-

ular component is the reflection of light and has no transient

state; hence it can be obtained as the increase immediately

after the light source is turned on. The specular component

S is obtained as

S = Tr(ǫ), (9)

where ǫ is an infinitesimal time duration.

The rest is the radiation, which has a temporal transient

state. The radiation R(t) can be obtained as

R(t) = Tr(t)− S. (10)

Separating diffuse and global radiation We fit the radi-

ation components R(t) to the model defined in Eq. (6) as

σ̂d, d̂∞, σ̂g, ˆg∞ = argmin
σd,d∞,σg,g∞

‖R(t)−D(t)−G(t)‖
2

2

s.t. min
t

− log (R∞ −R(t))

t
≤ σg ≪ σd

0 ≤ d∞ ≤ 1

0 ≤ g∞ ≤ 1

d∞ + g∞ = 1, (11)

specular

diffuse

On Off
specular

Off diffuse + global

(a) Heating in a short duration. (b) Transient state of cooling.

Figure 5: Other viable approaches. (a) By turning on and

off the light source in a sufficiently short time, the specular

reflection and diffuse radiation can be directly obtained. (b)

Transient state after the light source is turned off contains

similar information.

where R∞ = R(∞) is the steady state of the radiation com-

ponents. The first constraint represents that the time dura-

tion to the steady state of each component is smaller than the

time for the observation to reach the steady state. Because

the diffuse radiation is faster than the global radiation, σg is

less than σd. The second and third constraints represent that

the intensity of the diffuse and global radiations are smaller

than the total radiation. The last constraint represents that

the total radiation is a sum of diffuse and specular reflec-

tion, which reduces one degree of freedom. Fitting these

parameters is not a convex problem so we use a grid search

to find the global optimum. This does not involve a large

computational cost because there are only three variables

and the boundaries of the parameters can be predicted by

the radiation profile R(t).

Other options Another viable approach is to use the de-

crease in temperature after the light source is turned off. By

switching on and off the light source over a short duration,

the specular reflection and diffuse radiation can be directly

obtained, as shown in Fig. 5(a), because the effect of heat

propagation is negligible over a very short time. However,

the diffuse radiation does not reach the steady state, hence it

may suffer from extremely low SNR. To extend the heating

time could improve the SNR, however, the global radiation

cannot be ignored. To determine the suitable heating dura-

tion is another heuristic problem.

The cooling process is also useful to analyze far infrared

light transport as shown in Fig. 5(b). Because heating and

cooling are the reverse phenomena, light transport decom-

position can be achieved in a very similar way. Because

this takes twice as long time, we chose to analyze only the

heating process.

4.2. Surface normal estimation

When the object is heated by a narrow beam, the point

absorbs the energy and radiates far infrared light according

to the increased temperature. The absorbed energy follows
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the cosine law [13] as is observed for the light irradiance.

Therefore, the diffuse component at the stable state can be

represented as

D(∞) = R∞d∞ = R∞ρi⊤n, (12)

where ρ is the albedo of heat energy, and i ∈ R
3 and

n ∈ R
3 represent the light direction and surface normal,

respectively.

Because the diffuse radiation and diffuse reflection fol-

low the same cosine law, the ordinary photometric stereo

can be applied for diffuse radiation. The ordinary photo-

metric stereo is not applicable for black body, transparent

objects, and translucent objects that does not have diffuse

reflection or are governed by other light transports. How-

ever, the diffuse radiation is a phenomenon of energy ab-

sorption and emission, so the surface normal of much more

objects can be uniformly obtained using diffuse radiation.

We propose a photometric stereo approach to the diffuse ra-

diation, which we call the thermal photometric stereo.

As shown in Eq. (12), the decomposed diffuse radiation

follows the cosine law hence it can be directly used for the

Lambertian photometric stereo. The estimated diffuse radi-

ation component d̂∞ can be simply represented as

d̂∞ = ρi⊤n. (13)

When multiple light sources are placed at different posi-

tions, multiple observations can be obtained that can be su-

perposed in a matrix form as

d = ρIn, (14)

where d and I are the superposed diffuse and light source

direction matrices, respectively. When the light direction

matrix is a full-rank matrix, the surface normal can be ob-

tained as

n =
I
†
d

‖I†d‖
2

, (15)

where I
† is a pseudo-inverse matrix of I.

5. Experiments

The experimental setup is shown in Fig. 6. The tar-

get object is illuminated by far infrared spot lights (Exo

Terra Heat-Glo 100W) and measured by a thermal camera

(InfRec R500). The ambient component is observed before

the light source is turned on. Then, the light source is turned

on and the change of temperature is captured as a video.

The real light bulb is not stable immediately after turn-

ing on and requires a warm-up period in practice. In our

experiments, the bulb is warmed up outside the experiment

room and brought in under a cover. Removal of the cover

is the actual meaning of the light being turned on. The wall

Light sources

Thermal camera

Target

Light sources

Thermal camera

Target

Figure 6: Experimental setup. The object is illuminated by

far infrared light and captured by a thermal camera.

of the room is heated over the experiment time and it could

become a heat source. To avoid this effect, we place the ob-

ject far from the wall and the room is actively cooled using

an air-conditioner.

Decomposition result A black painted wooden sphere as

shown in Fig. 7(a) is measured. A frame of the measured

thermal video is shown in Fig. 7(b). Figure 7(c) shows the

transition of the measured temperature at the black circu-

lar point shown in Fig. 7(b). The ambient component is the

measured temperature before turning on the light source,

and specular component is the increased intensity immedi-

ately after the light source is turned on. The radiation com-

ponents are the rest, which is shown in Fig. 7(d). The radi-

ation components are not fitted well by a single exponential

curve because this is a sum of the diffuse and global radia-

tions. Figure 7(e) shows the decomposed diffuse and global

radiations. The sum of these fit well to the observation.

This procedure is applied for all the pixels, and the de-

composed images are shown in Figs. 7(f) - (h). The specular

component represents the reflection of the light source on

the surface, the diffuse radiation represents the reasonable

shading, and the global radiation represents the warming of

the entire object.

Surface normal estimation By using multiple light

source positions and separating each diffuse radiation, we

can apply the Lambertian photometric stereo. Figure 8

shows the result of the thermal photometric stereo for the

same object as shown in Fig. 7. A normal of the sphere is

obtained as shown in Fig. 8(d). The result is compared with

the result without light transport decomposition (composi-

tion of specular, diffuse, and global) and radiation (com-

position of diffuse and global) as shown in Fig. 9. As the

temperature is not raised around t = 0, the compared results

are noisy. The error increases owing to the global radiation
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(a) The target. (b) Example frame.
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(c) Temporal profile of the temperature.

(d) Radiation profile. (e) Decomposed radiations.

(f) Specular comp. (g) Diffuse radiation. (h) Global radiation.

Figure 7: Decomposition result for a black painted wooden

ball. (a) The scene. (b) One of thermal video frames. Tran-

sient profiles of a point, indicated by the black circle, are

shown. (c) Measured temperature transition. (d) Radiation

profile. Ambient and specular reflection are subtracted from

(c). (e) Decomposed diffuse and global radiations. (f-h) De-

composed images of specular reflection, diffuse, and global

radiation, respectively.

at a longer time. As the best result, the angular errors of the

result without decomposition and that of radiation is 7.71

and 6.50 degrees, respectively, while our method achieves

a better result and the angular error is 5.85 degrees. This

result shows the effectiveness of the separation of diffuse

radiation.

We apply our method to other materials, including crys-

tal glass, translucent plastic, and translucent marble. The

decomposed diffuse component and estimated surface nor-

mal are shown in Fig. 10. Because our method is based on

(a) (b) (c) (d) (e)

Figure 8: Results of the thermal photometric stereo. (a -

c) Decomposed diffuse radiation at different light positions.

(d) Estimated surface normal. (e) The ground-truth normal.

Figure 9: The effectiveness of decomposition. Photomet-

ric stereo result without decomposition, result using radi-

ation components, and comparison with our method. Our

method is time invariant and the accuracy is shown as a dot-

ted line. The angular error of our method is 5.85 degrees,

which shows that our decomposition is effective for the sep-

aration of diffuse radiation.

the diffuse radiation, materials that are difficult to measure

with the ordinary vision techniques, e.g., transparent and

translucent objects, can be measured in the same way. A

plastic ornament is also measured, and the result shows the

feasibility of our method to a complex shaped objects.

Our method does is not suitable for some objects that

does not absorb the far infrared light. Metallic materials are

such objects and the thermal observation of a metallic ball is

shown in Fig. 11. The metallic ball reflects all the incident

light and behaves like a mirror. There is no transient state

as shown in Fig. 11(c) which shows there are no radiation

components. This problem is identical to the visible light

observation.

6. Conclusion

This paper presents a novel technique for the time-

resolved decomposition of far infrared light transport. We

describe the far infrared light transport model, its transient

properties, and that the ordinary vision techniques can be

applied to decomposed thermal images. We propose a sur-

face normal reconstruction using a photometric stereo after

the diffuse component in a thermal image is separated. Our

method recovers the surface normal of any objects that ab-
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Figure 10: Results on various materials. Spheres made

by wood, crystal grass, plastic, and marble are measured,

which are challenging objects for ordinary computer vision

techniques. Our method uniformly recovers the surface nor-

mal for many materials. A complex shape is also measured,

and our method recovers the normal appropriately.

(a) Metallic ball. (b) Observation. (c) Temperature profile.

Figure 11: A failure case. The absorption rate is too small

hence the metallic ball reflects all the incident light and

shows the spherical thermal map of the room. The plot

shows the temporal response of the highlighted point, where

no transient components are observed. In such a case, only

the ambient and specular components can be obtained and

the photometric stereo does not work well.

sorbs the incident light, including transparent, translucent,

and black objects as well as matte objects.

While the effectiveness of our method is shown by some

real-world experiments, some limitations are also encoun-

tered. First, the result is noisy owing to the low SNR ob-

servations and pixel-wise calculation. Because far infrared

light cannot be measured by silicon sensors, the quality of

the imaging sensor is not well developed. Naturally, this

will be improved in the future, and it will directly improve

our results. A global optimization that considers smooth-

ness or simply using a smoothing filter are other options to

improve the results.

Another limitation is that some materials, such as metals,

do not exhibit much diffuse radiation. In such a case, the

ambient and specular components can be separated; how-

ever, the photometric stereo is not applicable. This prob-

lem is the same as that encountered with visible light ob-

servation, e.g., photometric stereo suffers from mirror sur-

face objects. In contrast, the absorption of many objects,

including glass, is high, hence the potential applicability of

our method is relatively higher than visible light observation

techniques.
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