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Shapes and Appearances Reconstructions of Thin Film
Objects

Yoshie Kobayshi1,a) TetsuroMorimoto2,b) Imari Sato3,c) YasuhiroMukaigawa4,d)

Takao Tomono2,e) Katsushi Ikeuchi1,f)

Abstract: Modeling objects in real world is one of the important research topics in computer vision field. Such
modeling results are widely used to games, movies and cultural heritage digitization to name a few.Among various
reflection properties, interference is one of the most intractable effects since its color varies iridescence along the view-
ing and lighting directions.Yet, modeling shapes and appearances of objects with interference effects would be useful
for diverse applications in industry, biology, archeology and medicine.The interference effects are due to interactions
between incoming and reflected lights, and depend mainly on geometrical information and optical parameters.In this
thesis, we propose a novel method to reconstruct shapes and estimate optical parameters of thin film objects. We also
evaluate the effectiveness of our method in experiment.

1. Introduction

Appearance modeling of real world objects is an important re-
search topic in computer graphics and computer vision fields.
Such appearance modeling can be applied to games, movies and
cultural heritage digitization for re-rendering object appearance
quickly. Real-world objects have several reflectance properties
such as scattering, absorption, diffraction, refraction and interfer-
ence which influence their appearances. These properties interact
each other and give the estimation process a challenge.

The interference effects caused by thin films belong to one of
the most important effects in appearance modeling. Interference
effects occur when a thin layer exists over an object surface. Thus,
the effects are quite common in such objects as laminated film,
soap bubble and oil film. The interference effects are, as the na-
ture, due to interactions between incoming and reflected lights
and depending on not only material characteristics but also geo-
metric parameters. Therefore, once we can establish an estima-
tion method from observed appearances, we can estimate material
characteristics as well as geometric parameter. Thus, the method
can be applied to many fields including industrial inspection, bi-
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ological analysis, and archeology research.
Methods in computer graphics[12][11] showed that physics

model can represent appearance of thin film interference effects
well. Therefore, estimating parameters of the physics model is
important to reconstruct appearance of thin film. In optics field,
several methods exist for estimating parameters of the physics
model which are refractive index and film thickness. Interference
spectroscopy[18] and ellipsometry[1] are representative methods
to estimate film thickness with known refractive index. Kitagawa
[14], [15] proposed image based method, which utilizes RGB val-
ues along the film thickness, but the method needs known refrac-
tive index. Kobayashiet al. [16] proposed a method to estimate
unknown refractive index and film thickness. The limitation of
these methods is that they can be only applied to flat surfaces.

We propose methods to estimate shapes and appearances of
thin film objects at once. Firstly, we use conventional RGB cam-
era and focus on polarization and intensity along zenith angles.
This method can reconstruct thin film objects easily, though it
needs known refractive index of target objects. To handle thin
film objects with unknown refractive index, we propose a method
using hyper-spectral images. In this method, we focus on the peak
intensity of reflectance spectra to reconstruct shapes. We min-
imize the least square between measured reflectance and model
reflectance then determine optical parameters.

The rest of this paper is organized as follows. In Section 2,
we discuss several existing methods of reconstructing shapes and
appearances for various reflection properties. In Section 3, we
describe a reflectance model of thin film objects. In Section 4, we
propose a method to estimate shapes and appearances with RGB
images. In Section 5, we conduct experiments by the method
in Section 4 to evaluate the accuracy of our method. In Section
6, we propose a reconstruction method with spectral images. In
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Fig. 1 Schematicdiagram of thin film interference.n1, n2 andn3 are re-
fractive index of incoming medium, thin film and outgoing medium
respectively.θ1 is zenith angle.θ2 is refracting angle.θ3 is angle of
outgoing light transmitting the thin film.

Section 7, we demonstrate experiments to show the effectiveness
of our method. In Section 8, we discuss errors of our methods in
experiments. In Section 9, we summarize this paper and mention
the future work.

2. Related Work

Various methods to acquire the appearances of objects in the
real world have been proposed. In computer vision fields, appear-
ances are defined by a bidirectional reflection distribution func-
tion (BRDF) that represents reflectance along the view and light
directions. Holroyd et al. [8] and Dana et al. [3] constructed
a BRDF look-up table in which they controlled the illumination
and view directions by positioning the light, sensor, and sample
sequentially. Mukaigawa et al. [22] and Dana et al. [4] have used
an ellipsoidal mirror to measure the reflection of all directions at
once. However, these methods are centered on reflection, which
does not dramatically vary the appearance.It is thus difficult to
apply these methods to thin film objects.

There are several methods to estimate shapes and appear-
ances simultaneously. A representative method is the photometric
stereo [5],which is applied to various reflectance properties such
as diffusion, specularity, isotropy, and anisotropy. This method
usually estimates shapes while fitting a reflectance model with
captured images. However, when the reflectance of transparent
objects is too complicated, this method does not work well. Sev-
eral methods [27][24][19][20][21] have been proposed to esti-
mate the shapes of transparent objects using polarization.

In computer graphics, there are several methods to render
structural color caused by thin film, multiple films, refraction, and
diffraction grating. Hirayama et al.[6], [7] have rendered multi-
film interference focusing on a physical model while Sun et al.
[25], [26] models the micro-structure of CDs precisely and recon-
struct it realistically. Using the model of refraction among water
droplets, Sadeghi et al. [23] have rendered a rainbow the same
as a real images. Cuypers et al. [2] uses the Wigner distribution
function to model diffraction grating. They compare this model
with reflectance from objects in the real world and show that it
can represent the appearance as precisely as a physical model.
Using a physical model, these methods can represent appearances
well, but the model parameters need to be set manually, which

means we need to estimate the parameters of the physical model
in order to reconstruct the thin film appearance well.

3. Reflectance Model of Thin Film Objects

In this section, we describe the appearance of thin film in RGB
color space. Our method can be used with a regular digital cam-
era. Observed RGB values are represented by integration of ob-
served spectra. The observed spectrum is a multiplication of the
camera sensitivity, reflectance, and illumination spectrum in Eq.
(1).

IRGB=

∫
SRGB(λ)R(λ)E(λ)dλ (1)

IRGB is observed RGB value.SRGB(λ) is camera sensitivity func-
tion. R(λ) andE(λ) are reflectance and illumination spectra, re-
spectively.

The reflectance spectra of thin filmR(λ) is defined by

R(λ) =

∣∣∣∣∣∣ r12 + r23ei∆

1+ r23r12ei∆

∣∣∣∣∣∣2 (2)

r12 andr23 are Fresnel coefficients and represented by Eqs. (3),
(4), (5), and (6) for perpendicular and parallel polarization.

r s
12 =

n1 cosθ1 − n2 cosθ2
n1 cosθ1 + n2 cosθ2

(3)

r p
12 =

n2 cosθ1 − n1 cosθ2
n2 cosθ1 + n1 cosθ2

(4)

r s
23 =

n2 cosθ2 − n3 cosθ3
n2 cosθ2 + n3 cosθ3

(5)

r p
23 =

n3 cosθ2 − n2 cosθ3
n3 cosθ2 + n2 cosθ3

(6)

∆ in Eq. (2)is phase difference.

∆ =
2πφ
λ

(7)

whereφ is an opticalpath difference determined by a distance be-
tween point A and point F in Fig. 1. The distance isACF− DF.
Considering a light going into a medium with refractive index
n, the light speed in thin film is defined bync, wherec is the
light speed in air. Therefore, the optical path difference becomes
n2ACF − n1DF. In Fig. 1, n1 is the refractive index in air, so
n1 = 1. The optical path differenceDF is equal ton2AB.

n2ACF− DF = n2BCF (8)

The optical path differenceBCF is equal toBCF′ = 2dcosθ2
sinceF′ is symmetrical pointF.

φ = n2BCF = 2dn2 cosθ2 (9)

Therefore, in Eq. (2), zenith angleθ1, refractive indicesn2, n3,
and film thicknessd are important parameters for appearances.

4. Reconstructions with RGB Images

In this section, we propose a method to reconstruct shapes and
appearances of thin film objects. First, we propose a shape recon-
struction method based on polarization and reflectance intensity
analysis of thin film. Second, we propose an appearance recon-
struction method.
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Fig. 2 Relationbetween incident plane and azimuth angle.x andy are coor-
dinates in camera view.ϕ is rotation angle at perpendicular polariza-
tion.
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Fig. 3 Sumof RGB values along zenith angle. The refractive index of thin
film is 1.36 and that of bottom layer is 1.6. Film thickness is 400 nm.
Sensitivity of the camera is EOS 5D [13]

4.1 Polarization
Light has the characteristics of an electromagnetic wave. The

polarization of reflected light can be divided by parallel and per-
pendicular polarization. The parallel polarization is parallel light
along the incident plane and the perpendicular polarization is ver-
tical light along the incident plane. As shown in Fig. 2, the az-
imuth angle is vertical along the incident plane and the perpen-
dicular polarization is parallel to the azimuth angle.

4.2 Zenith Angle
We focus on two features to estimate zenith angles. The first is

the degree of polarization (DOP), which can narrow down candi-
dates to two zenith angles. The second is the intensity of perpen-
dicular polarization, which monotonically increases as shown in
Fig. 3. In this section, we describe a method to estimate zenith
angles using these two features.

When the polarizer is rotated, the observed intensity is changed
along the rotating angle. We can obtain the degree of polarization
(DOP) by using the maximum and minimum intensities among
polarized images, as shown in Fig. 4. DOP is represented as

ρ =
Imax− Imin

Imax+ Imin
(10)

The Imax and Imin canbe theoretically defined as amplitude of
Fresnel reflection and transmittance as

Imax = IS

= (Rs(t) + Ts(t)Rs(b)Ts(b))I (11)

Imin = IP

= (Rp(t) + Tp(t)Rp(b)Tp(b))I (12)

Zenith Angle[deg]

DOP

Brewster angle

Ambiguity problem

Smaller Region Larger Region

Fig. 4 Degree of polarization. Refractive indices of thin film and bottom
layer are 1.36 and 1.6, respectively.

whereRs(t), Rp(t) are the reflections of the top layer,Rs(b), Rp(b)
are the reflections of bottom layer,Ts(t), Tp(t) are the transmit-
tance coefficients of the top layer, andTs(b), Tp(b) are the trans-
mittance coefficients of the bottom layer.

A schematic diagram of thin film is shown in Fig. 1. The am-
plitude of the Fresnel reflection and transmittance at the top layer
are represented as Eq. (13), (14), (15), and (16). In the case of
the bottom layer, the equations can be similar to the top layer’’
s equations.n1, n2, andn3 are the refractive index of the incom-
ing medium, thin film, and outgoing medium, respectively.θ1 is
zenith angle.θ2 is refracting angle.θ3 is angle of outgoing light
transmitting the thin film. In our method, we assume that the
incoming medium is air, son1 = 1.0.

Rs(t) =
∣∣∣∣∣n1 cosθ1 − n2 cosθ2
n1 cosθ1 + n2 cosθ2

∣∣∣∣∣2 (13)

Rp(t) =
∣∣∣∣∣n2 cosθ1 − n1 cosθ2
n2 cosθ1 + n1 cosθ2

∣∣∣∣∣2 (14)

Ts(t) =
tanθ1
tanθ2

∣∣∣∣∣2 sinθ2 cosθ1
sin(θ1 + θ2)

∣∣∣∣∣2 (15)

Tp(t) =
tanθ1
tanθ2

∣∣∣∣∣ 2 sinθ2 cosθ1
sin(θ1 + θ2) cos(θ1 − θ2)

∣∣∣∣∣2 (16)

Here, wecan calculate the DOP along the zenith angle if we know
the refractive index of the thin film and bottom layer.

In Fig. 4, the refractive indices of the thin film and bottom
layer are 1.36 and 1.6, respectively. The vertical axis is the value
of DOP and the horizontal axis is the zenith angle from 0 to 90
degrees. As shown in Fig. 4, the DOP has two solutions across
the Brewster angle.

To solve before the ambiguity, we came up with the following
method. We can divide by two regions, e.g., a“larger region”and
a“smaller region”. The larger region has a larger angle than the
Brewster angle and the smaller region has a smaller one. The in-
tensity of perpendicular polarization can be calculated from Eqs.
(11), (13), and (15). When the intensity becomes larger than that
of the Brewster angle, we can determine that region as the larger
region and can then detect the zenith angle in the larger region.
The reverse is true when the intensity is smaller than that of the
Brewster angle.
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Fig. 5 Simulatedappearance along zenith angle and film thickness. Zenith
angle is from 0 to 90 degrees. Film thickness is from 100 nm to 1000
nm. The refractive index of thin film is 1.36 and that of the bottom
layer is 1.6.

4.3 Azimuth Angle
We can estimate azimuth angles by using perpendicular polar-

ization. We detect rotation angles observing perpendicular po-
larization and estimate azimuth angles. When the polarizer is
rotated, the intensity of captured images is changed from bright
to dark among a 180◦ polarizer rotation. As mentioned in the
previous section, azimuth angle is parallel to perpendicular po-
larization. Therefore, the rotation angle is equal to azimuth angle
when we observe maximum intensity. However, there are two
maximum intensities. If we define one angle asϕ, the other one
becomesϕ + 180◦. We can solve this ambiguity by using the
occluding boundaries of the target object.

Then, we assume that surface normal directs outwards. When
the boundary is closed, the integrated value of surface normal in
a small region becomes 0. [9]:$

C
f (x, y, z)dxdydz= 0 (17)

whereC is the small region area on target objects. We estimate
azimuth angles of whole objects with the following steps.
( 1 ) Estimate azimuth angles of occluding boundaries assuming

that all azimuth angles of boundaries direct outwards.
( 2 ) Estimate azimuth angles near the boundary satisfying Eq.

17.
( 3 ) Estimate azimuth angles in whole region of target objects by

applying step 2 to all pixels.

4.4 Procedure for Appearance Reconstruction
In this section, we propose a method to estimate film thickness.

When we know the refractive index of a thin film, we can simulate
the appearance along the zenith angle and film thickness by us-
ing Eq. 2. As shown in Fig. 5, the appearance can be determined
uniquely for the zenith angle and the film thickness. However, we
can observe a similar appearance repeatedly along the film thick-
ness. When we input the appearance at a certain zenith angle and
take the least square minimum between observed appearance and
simulated appearance, we can find the local minimum along the
film thickness. Therefore, we need to know the rough range of
the film thickness in advance.

Table 1 Estimated Thickness and RMSE of Measured Reflectance
Zenith angle [deg] Estimated thickness [nm] RMSE[%]

10 629 1.20
15 618 1.44
20 630 1.05
25 632 0.87
30 628 0.99
35 624 1.45
40 626 1.18
45 639 1.13
50 661 1.31

5. Experiment with RGB Images

In this section, we investigate the validity of our method by
simulation. We also verify the effectiveness of our method with
real objects.

5.1 Simulation
We investigated the accuracy of the film thickness estimation

and found that the accuracy of azimuth angles depends on the
detection accuracy of the rotation angle of the polarizer. The
accuracy of the rotation angle has previously been evaluated
[24][19][20], so in this section, we examine only the accuracy
of the film thickness estimation. We use reflectance spectra mea-
sured with a spectrometer as input data. We put the target object
and light source on a rotation table and changed the zenith angle
from 10 to 50 degrees in 5-deg increments. The material used for
the thin film isMgF2 with a refractive index of 1.36. The mate-
rial of the bottom layer is a PET film with a refractive index of
1.6. The ground truth of film thickness is 630 nm. Tab. 1 shows
the estimated film thickness. The average error is 6.56 nm. At 15
and 50 degrees, the error is over 10 nm.

5.2 Measurement of Real Object
In this section, we demonstrate the measurement of a few real

objects using our equipment. For this experiment, we used a
cylindrical object, and a quadrangular pyramid button withMgF2

evaporated on their surfaces. The bottom layer of the cylindrical
object is PET film with a refractive index of 1.6 and film thickness
of 400 nm. The planar thin film was rolled up onto the cylindrical
object.

The quadrangular pyramid object is made of ABS resin with
a refractive index of 1.5. It hadMgF2 directly evaporated on its
surface, the film thickness of which was 630 nm. Vacuum coat-
ing equipment is generally used for planar objects, but there is
no guarantee that film thickness is evaporated uniformly on non-
planar objects. However, our method can measure spatial normal
and thickness on a non-planar object.

First, we show the estimated results of the zenith angle in Figs.
6 . Fig. 6.(b) shows the estimated zenith angle. The middle area
of Fig. 6 is facing the hole in the plastic sphere of the geodesic
dome. We captured images thorough this hole and then obtained
no solution in this area for cylindrical object.

Second, we show the estimated surface normal and its error in
Fig. 7. The top row of Fig. 7 shows the results of the cylindri-
cal object. The average error was 4.48 degrees. The bottom row
of Fig. 7 shows the results of the quadrangular pyramid object.
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(a) Ground Truth (b) Estimated (c) Error

Fig. 6 Estimated results of zenith angle. (a) Ground truth in polar coordinates. (b) Estimated zenith angle
in polar coordinates. (c) Estimation error in degrees.

(a) Ground Truth (b) Estimated (c) Error

Fig. 7 Estimated results of surface normal. (a) Ground truth. (b) Estimated surface normal. (c) Estimation
error in degrees.

The average error was 2.82 degrees. Fig. 7(c) shows the errors of
angles between the ground truth and estimated surface normals.

Third, Fig. 8 show the results of estimated film thickness. The
thickness is around 400 nm for the cylindrical object. However,
the thickness of the quadrangular pyramid object varied greatly
from 400 nm to 690 nm.

Finally, we show the reconstructed appearance images using
our method in Figs. 9. We evaluated the color difference between
captured and reconstructed images. The color difference is de-
fined by Eq. (18) in CIE LAB color space. Tab.?? shows the

difference level of human perception between two colors.

∆ =
√
∆L2 + ∆a2 + ∆b2 (18)

The color difference of the cylindrical object, 0.64, is perceived
as ”Slight”. The color difference of the quadrangular pyramid,
3.0, is perceived as ”Noticeable”.

6. Reconstruction with Spectral Images

In this section, we describe a step by step algorithm for esti-
mating the shape and reflectance parameters. First, we estimate
the incident angle. Second, we estimate the surface normal from
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(a) Cylinder (b) Quadrangular pyramid

Fig. 8 Estimated results of film thickness.

(a) Captured PolarizedImage (b) Synthesized Image

Fig. 9 Captured polarized image and reconstructed image with estimated shapes and film thickness.

the estimated incident angle by using the characteristic strip ex-
pansion method. Finally, we estimate the BRDF parameters, such
as refractive index and film thickness, from measured reflectance
spectra.

6.1 Incident Angle Estimation
We propose an incident angle estimation method, focusing on

the monotonically increasing of the ”peak intensity” along the in-
cident angle. Fig. 11 shows an example of the peak intensity and
peak wavelength enclosed by circles. The local maximum of the
reflectance is caused by the full constructive interference. We call
this local maximum reflectance “peak intensity” and the wave-
length of this local maximum reflectance “peak wavelength”.

We find the peak intensity is only dependent on the refractive
index of the ground layer, when it becomes higher than the refrac-
tive index of the thin film. Fig. 10 shows the peak intensity along
the incident angle. Using this monotonically increasing intensity,

we can estimate the incident angle.
The phase difference (Eq. (7)) becomes 2π at the peak wave-

length when the refractive index of the ground layer is higher than
that of the thin film[17]. Therefore,ei∆ becomes 1 at this wave-
length, so the reflectance intensity at this wavelengthR(λt) can be
determined by Eq. (19).

R(λt) =
∣∣∣∣∣ r12 + r23

1+ r23r12

∣∣∣∣∣2 (19)

, whereλt is thepeak wavelength.
Substituting Eqs. (3) and (5) with Eq. (19), the peak intensity

of the perpendicular polarization is defined as Eq. (21).

R(λt) =
∣∣∣∣∣cosθ1 − n3 cosθ3
cosθ1 + n3 cosθ3

∣∣∣∣∣2 =
∣∣∣∣∣∣∣∣∣
cosθ1 − n3

√
1− sinθ23

cosθ1 + n3

√
1− sinθ23

∣∣∣∣∣∣∣∣∣
2

(20)

By Snell’s law, n1 sinθ1 = n2 sinθ2 = n3 sinθ3 and n1 = 1.0,
Eq.(7) becomes as follows.
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Fig. 10 Peakintensity along incident angle. We calculate intensity with
refractive index of the bottom layer of 1.6.

R(λt) =

∣∣∣∣∣∣∣∣∣
cosθ1 − n3

√
1− 1

n2
3

sinθ21

cosθ1 + n3

√
1− 1

n2
3

sinθ21

∣∣∣∣∣∣∣∣∣
2

=

∣∣∣∣∣∣∣∣∣
cosθ1 −

√
n2

3 − sin2 θ1

cosθ1 +
√

n2
3 − sin2 θ1

∣∣∣∣∣∣∣∣∣
2

(21)

The equation shows that the peak intensity of the perpendicular
polarization depends on the incident angle and refractive index of
the ground layer. In our method, we assume the refractive index
of the ground layer is known. We also verified the integral inten-
sity in the whole visible wavelength and found that it becomes
monotonic increasing. However, this intensity depends not only
on the refractive index of the ground layer but also on the refrac-
tive index of the thin film.

We determine the incident angle domain by minimizing the
least square error between the peak intensity Eq. (21) and that
of the measured reflectance.

Arg min
θ1

|Ro(λt) − Rm(λt)|2 (22)

Ro(λt) is the measured reflectance at the peak wavelength.Rm(λt)
is calculated by using the known refractive index of the bottom
layer.

6.2 Surface Normal Estimation
We estimate the surface normal of the thin film by using

the characteristic strip expansion method proposed by Horn[10].
This method uses the monotonically increasing intensity and
steepest ascent in the gradient space. As mentioned in previous
section, the peak intensity monotonically increases. We find that
the peak intensity corresponds to the gradient. We explain about
the correspondence below.

In the image coordinate, an object point (x, y, z) is mapped to
a pixel (u, v), for which u = x andv = y under the orthographic
projection. If the object surfacez is represented as follows,

z= f (x, y) (23)

, then the surface normal vector is defined by Eq. (24).

(p,q,−1) =

[
δ f (x, y)
δx

,
δ f (x, y)
δy

,−1

]
(24)

, wherep andq are theparameters of the surface normal. The
quantity (p,q) is the gradient of (x, y) and is called the “gradient
space”.

Normalizing Eq. (24) as 1, thezcomponent of the surface nor-
mal becomes

λ1

λ2

λ3

Fig. 11 Reflectanceof thin film at 10, 30 and 60 degrees shown as blue,
green and red lines respectively. The refractive index of these re-
flectance is 1.37 and the film thickness is 400 nm.

z=
1√

p2 + q2 + 1
(25)

This component isalso equal to the cosine of the incident angle.
Settingx2 + y2 + z2 = 1, the existence domain of f (p,q) is on the
circumference defined as Eq. (26).

p2 + q2 =
1

cos2 θ1
− 1 (26)

By Eq. (26),the existence domein of gradients corresponds to
the peak intensity. The peak intensity is determined uniquely by
the incident angle. Also the existence domain is defined uniquely
by the incident angle as shown in Eq. (26). This correspondence
make it able to apply the characteristics strip expansion method
to the thin film objects.

We describe the estimation procedure with Fig. 12. Red arrows
are steepest ascents in the peak intensity map. Purple arrows are
steepest ascent in the gradient space.
( 1 ) Drawing contour lines by sampling the peak intensity per 0.1
( 2 ) Start from the pixel (x1, y1) in captured image which gradi-

ent (p1,q1) is known
( 3 ) Moving to the steepest ascent direction of (p1,q1) in cap-

tured image and determining (x2, y2) as the next pixel where
intersect with contour line of the peak intensity

( 4 ) Moving to the steepest ascent direction of (x1, y1) in gradi-
ent space and determining (p2,q2) as the next gradient where
intersect with contour line of the gradient

( 5 ) Repeating steps 3 and 4 until the whole surface normal is
estimated

6.3 Refractive Index and Film Thickness Estimation
The refractive index and the film thickness are important opti-

cal parameters for reconstructing the appearance of thin film. We
developed a more effective method for estimating these parame-
ters.

By Snell’s law, the optical path difference of Ep. (??) is rewrit-
ten as

φ = 2d
√

n2
2 − sin2 θ1 (27)

The optical pathdifference becomes an integral multiple of the
peak wavelength.
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(a) Peak intensitymap (b) Gradient space

Fig. 12 Example of estimation using the characteristic expansion method. (a) the image which is mapped
peak intensity to each pixel. (b) shows contour line in the gradient space.

mλt = 2d
√

n2
2 − sin2 θ1 (28)

, wherem is anatural number. Using Eq. (28), the film thickness
is defined as

d =
mλt

2
√

n2
2 − sin2 θ1

(29)

Therefore, we onlyneed to check the combinations of the refrac-
tive index and the film thickness that fit the integral multiples
of the peak wavelength. This enables us to reduce the computa-
tional time considerably, comparing with that required for the full
search.

We determine the refractive index and film thickness by min-
imizing the square error between the reflectance model and the
measured reflectance. The uniqueness of this minimization is
guaranteed experimentally. Eq. (30) has some local minima, but
it only has global minimum around ground truth.

Arg min
n2,m

|
∑
λ

Ro(λ) − Rm(λ) |2 (30)

Ro(λ) is measured reflectance spectra.Rm(λ) is calculated by us-
ing the reflectance model in Section 3.

As mentioned in the previous section, the refractive indexn2

is lower than that of the bottom layer. Also, it is higher than
1.0 which is the refractive index in a vacuum. Kobayashi et
al.[16] showed that when the refractive index error is approx-
imately 0.01, the color difference of the BRDF becomes suffi-
ciently small. We change the refractive indexn2 by 0.01 from 1.0
to the refractive index of the bottom layer. We then increased the
natural numberm until the film thickness is less than 1000 nm.

7. Experiment with Spectral Images

We evaluate the accuracy of our method by simulation and real
data. For the simulation, we used hemispherical and cylindrical
objects. We set the refractive index of thin film to 1.37 and that
of the bottom layer to 1.6 which was the same as that of the real

object. We set the film thickness to 400 nm for the hemispherical
object and 420 nm to 560 nm along the x-axis for the cylindrical
object.

Fig. 13 shows the setup for the thin film reflectance measure-
ment to acquire the real data. A light source was attached to the
rotation table to adjust the incident angle. The target thin film
wasMgF2 which refractive index is 1.37. The film thickness was
400 nm. The refractive index of the bottom layer was 1.6, made
of polyethylene terephthalate. We varied the incident angle from
10 to 42.5 degrees by 2.5 degrees.

The measurement device was a hyper-spectral camera, which
consists of a liquid crystal tunable filter (Vari Spec CRI) and a
monochrome camera. The liquid crystal tunable filter (LCTF)
can change its transmitted wavelengths electrically. The view-
ing angle of the camera is approximately 30 degrees. The band
width in this experiment was 4 nm. We putted a linear polarizer,
which transmits S-wave. LCTF also transmits linearly polarized
light, so we can capture S-wave reflectance. The transmittance of
LCTF is only 4 % around 400 nm. The brightness of S-wave is
stronger than that of P-wave, therefore we measure S-wave.

7.1 Incident Angle
Fig. 14 shows the incident angle estimation results of the sim-

ulation. Fig. 14 (b) and (e) show the estimated incident angles.
Fig. 14 (c) and (f) show the estimation errors. The error increased
around 0 to 20 degrees. The error of the spherical object is about
10 degree in this area. In other area, it becomes less than 3 de-
gree. The error of the cylindrical object is about 5 degree in this
area. In other are, it becomes less than 3 degree.

Fig. 15 shows the captured reflectance and the estimated re-
sult of the real data. The error also increased around 0 to 20
degrees.The error was approximately 9 degrees in this area. At
other incident angles, the error was less than 5 degrees.

7.2 Surface Normal
By delimiting the estimated incident angle in Section 7.1 by
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(a) Target thin film

Rotation

Table

Hyper-spectral 

Camera

Linear Poralizer

Light

Thin Film

(b) Schematic diagramof setup (c) Actual setup

Fig. 13 Experimental setup for measuring thin film reflectance. (a) shows target thin film. (b) shows
schematic diagram of setup. (c) shows actual setup. Distance between light source and the thin
film was 0.8 m. Distance between the camera and the thin film was 0.6 m.

(a) (b) (c)

(d) (e) (f)

Fig. 14 Incidentangle estimation results by simulation. (a) and (d) are ground truths. (b) and (e) are
estimated results. (c) and (f) are estimation errors.

3 degrees, we estimated the surface normal by the characteristic
strip expansion method. Fig. 16 (b) and (e) show the estimated
results.

Fig. 16 (c) and (f) show the estimation errors. The estima-
tion error was calculated as the angle between the ground truth
normal and the estimated normal. The maximum error for the
hemispherical object was approximately 10 degrees, and that of
the cylinder was about 4 degrees. These errors include incident
angle errors, then the error of surface normal estimation is about 1

degree. Therefore, the areas in which these errors occurred were
the same as the areas where the incident angle errors were large.

7.3 Refractive Index and Film Thickness
We estimated the refractive index and film thickness, by using

the estimated incident angle in Section 7.1. For the simulation,
the estimated refractive index of the hemispherical and cylindri-
cal objects was 1.37. Fig. 17 (b) and (e) show the estimated film
thicknesses. Fig. 17 (c) and (f) show the estimation errors. The
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(a) (b)

(c) (d)

Fig. 15 Incidentangle estimation results of real data. (a) shows input reflectance image. (b) shows ground
truth incident angle. (c) shows estimated incident angle. (d) shows estimation error.

(a) (b) (c)

(d) (e) (f)

Fig. 16 Surface normal estimation results by simulation. (a) and (d) are ground truth. (b) and (e) are
estimated normals. (c) and (f) are estimation errors.

error of the hemispherical object was approximately 10 nm in the
area where the error of the incident angle became larger. The er-
ror of cylindrical object was about 7 nm in the same area. For
the real data, the estimated refractive index was 1.41. Fig. 18 (b)
shows the estimated thickness. Fig. 18 (c) shows the estimation

error. The average error was 45 nm.
We calculated the average color difference and root mean

square error (RMSE) between the measured reflectance and the
reflectance with estimated parameters. The color difference was
calculated using Eq. (31).
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(a) (b) (c)

(d) (e) (f)

Fig. 17 Fim thickness estimation results by simulation. (a) and (d) are ground truths. (b) and (e) are
estimated results. (c) and (f) are estimation errors.

(a) (b) (c)

Fig. 18 Film thickness estimation result of real data. (a) shows input reflectance image. (b) shows esti-
mated film thickness. (c) shows estimation error.

∆E∗ab=
√

(∆L∗)2 + (∆a∗)2 + (∆b∗)2 (31)

The RMSE isdefined as Eq. (32).

RMS E=
√

(Ro(λ) − Re(λ))2/N (32)

Ro(λ) is themeasured reflectance.Re(λ) is reflectance calculated
by using the estimated parameters. The color difference was ap-
proximately 3.33, which can be perceived as a slight difference
from the levels given in Table 2. The RMSE was about 2 % for
each wavelength intensity.

Fig. 19 shows the rendering results with the estimated surface
normal, refractive index and film thickness. Fig. 19 (a) and (b)
are the reconstructed appearance of simulation data. Fig. 19 (c)
is the image captured by using the hyper-spectral camera and (d)
is the synthesized image.

8. Discussion

In this section, we discuss the errors of the simulation and ex-
periment with real objects. First of all, we discuss about errors

Table 2 Level of difference or distance between two Colors
Levelof color difference ∆E∗ab
trace 0 ∼ 0.5
slight 0.5∼ 1.5
noticable 1.5∼ 3.0
appreciable 3.0∼ 6.0
great 6.0 ∼ 12.0
very great over12.0

with RGB images.First, we examine the thickness error in the
simulation. We calculate RMSE between measured reflectance
spectra and spectra with ground truth film thickness. RMSE be-
came larger at 15 and 50 degrees, as shown in Table 1. This result
indicates that the input reflectance is affected by noise.

We examine the errors of the experiment with real objects.
First, we consider that the error is caused by zenith angle error
and azimuth angle error. The difference between the zenith angle
error in Figs. 6 and surface normal in Figs. 7 is almost the same.
Hence, the error of azimuth angle is almost zero.

Second, Fig. 20 shows reflectances of perpendicular and paral-
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(a) (b)

(c) (d)

Fig. 19 Imagesynthesized with estimated surface normal, refractive index, and film thickness. (a) and
(b) are results for simulation data. (c) is reflectance image by captured with the hyper-spectral
camera. (d) is synthesized reflectance image for real data.

lel polarization along the zenith angle. The optical parameters are
the same as Fig. 3. We consider that the error of zenith angles is
caused by the noise in input intensity in the lower angle, as shown
in Fig. 20. In this area, the difference in angle estimation is quite
small with a certain intensity difference. This indicates that the
estimated zenith angle is sensitive to noise.

Third, we can recognize the smooth spatial thickness of both
objects, but we do not know the ground truth of thickness in Figs.
8. Physical vapor deposition is subject to evaporating thin film:
the thinner it is and the farther away from center of the target
objects it is. Our results confirm this effect.

Finally, we discuss the difference of the reconstructed appear-
ances in Figs. 9. In our method, we were able to estimate the
optical parameters of thin film, such as spatial normal and spatial
thickness by a regular digital camera. As shown in Figs. 9, the
complex appearance changes of thin film can be represented. In
the future, we will discuss how to improve our method for more
accurate reconstruction.

Next, we discuss about errors with spectral images. The error
of the incident angle became larger around 0 to 20 degrees. In
these areas, the peak wavelengths were close to each other. This
is very close to the sampling interval of the simulation data and
the band width of the hyper-spectral camera, so intensity detec-
tion became difficult. The error of the surface normal and op-
tical parameters became large in the same area where the error
of the incident angle became large. This error occurred because
of the incident angle estimation error. The error of the optical
parameters error of the real data becomes large outside these ar-
eas. The measured reflectance included noise which make the
detection accuracy of the peak wavelength lower. Therefore, we

can avoid these errors by using a high wavelength resolution and
hyper-spectral camera with less noise.

Comparing the synthesized image Fig. 19 (d) and real image
Fig, 19 (c), we can perceive the difference. The color difference
occurs by the error of the incident angle and rounding error of
captured reflectance spectra around 430 nm. Over 40 degree, the
sampleMgF2 has the peak intensity around 430 nm, but hyper-
spectral camera could not capture it with enough brightness be-
cause of its low transmittance. The low transmittance cause the
rounding error which effects as noise, so we have the difference.
The wavelength dependency of the refractive index is also con-
siderable. However, we experimentally verified it does not effect
to the estimated appearance for this sample.

We could estimate the incident angle and optical parameters
even in darker areas in Fig. 19 (c). In darker areas, just the inten-
sity of the measured reflectance is small, and we could measure
reflectance spectra correctly. Therefore, estimated results of Fig.
15 (c) and 18 (b) had parameters in darker areas in Fig. 19 (c).

9. Conclusion

We proposed novel methods for estimating the shape and ap-
pearance of a thin film object. The method with RGB images can
determine both the shape and thickness of thin film objects us-
ing a regular digital still camera and measure the thin film object
easily. We also developed the measurement equipment to cap-
ture whole reflectance images of thin film objects at once. For
the method with spectral images, We found that the peak inten-
sity increased monotonically along incident angle, so we could
use the characteristic strip expansion method to estimate the thin
film surface normal. We also developed a more efficient method
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Fig. 20 Reflectanceof perpendicular and parallel polarization. Reflectance
is the percentage of reflected light from an object.

for estimating the refractive index and the film thickness by using
the peak wavelength, where the optical path difference becomes
an integral multiple of the peak wavelength. In this paper, our
focus was thin film objects with a single layer, but theoretically
our method can also be applied to the reconstruction of the shape
of multi-layered thin film objects. At the moment, it is difficult to
estimate film thickness at each layer of a multi-layered thin film.
In the future, we will extend our method to model multi-layered
thin film objects.
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