Updating Human Pose Estimation using Event-based Camera to Improve Its Accuracy
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Figure 1: Overview of the proposed method. (a) Pose updates. (b) Proposed architecture. (c) Qualitative evaluation.
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1 INTRODUCTION

Real-time human interfaces such as live avatar broadcasting and dynamic projection mapping are becoming increasingly popular. They require real-time pose estimation that can track user performances. Deep learning technologies with a frame-based camera make this possible, but the latency caused by the processing time in pose estimation degrades accuracy. In particular, when the user performs quickly, the estimated pose is already different at that time, leading to degradation in the accuracy of the pose estimation.

In this paper, we propose a method to improve the accuracy degraded by latency of the pose estimation by using an event-based camera. A event-based camera outputs changes in luminance values with low latency and high temporal resolution [Gallego et al. 2022].

2 OUR APPROACH

Let $t_0$ be the time when a person image is captured by a frame-based camera, and pose estimation is applied to this image. However, the pose estimation is completed at $t_1$ due to the processing time. Our objective is to estimate the pose at $t_1$ by updating the estimate from the pose estimator with event data acquired during $[t_0, t_1]$. Figure 1(a) shows the updating procedure proposed in this paper.
The proposed method takes event data as information about pose changes along time and updates the joint positions accordingly. The proposed method updates the joint positions gradually when a sufficient amount of the event data has been obtained, rather than accumulating the data during \([t_0, t_1]\) and processing it all at once.

### 2.1 Event stacking

This process converts the event data into an event image. Event data \(E_{n,m} = \{E_t \mid n \leq t < m\}\) is output from the event-based camera in the format \(E_t = (x, y, p, t)\). Here \(n, m\) are the IDs of the event data, \(t\) is the time, and \(p\) is a binary output indicating whether the intensity of the pixel at \((x, y)\) has changed positively or negatively. The event image \(I_{n,m}\) is an accumulation of the \(E_{n,m}\) as a single image with three different values as follows:

\[
I_{n,m} [x_0, y_0] = \begin{cases} 255 & (x_0, y_0, \text{Pos}, t) \in E_{n,m} \\ 127 & (x_0, y_0, \text{p}, t) \in E_{n,m} \\ 0 & (x_0, y_0, \text{Neg}, t) \in E_{n,m} \end{cases}
\]

**2.2 Adaptive event buffering**

In the case of converting event data into an event image per a fixed time interval, the event image becomes redundant with less information when the number of events during the interval is short. Conversely, when the number of events is large, the event image continuously forms the motion trajectories. This corresponds to motion blur in a frame-based camera, which leads to low accuracy in the subsequent estimation process. Therefore, we design this process to be adaptive to the motion by buffering every \(N_t\) events into an event image. In addition, we propose to use only the latest \(N_t\) event data from the buffered \(N_t\) event data to make the estimation accurate. This buffering results in the event image forming the contour of the body parts where the motion occurs. We also expect this to reduce the computational cost. Eventually, the event image \(I_{s(m)}\) is generated, where \(s(m) = mN_t - N_t \cdot mN_b\).

### 2.3 Dense optical flow calculation

This process estimates the dense optical flow, which is a two-dimensional velocity field per pixel, from two successive images as an estimate of the joint position updates. This paper uses the Farneback method [Farnebäck 2003], which is a simple but accurate, to generate the dense optical flow \(F_{n,m+1}\) from \(I_{s(m)}\) and \(I_{s(m+1)}\).

### 2.4 Pose update

At \(t_1\), when the pose estimation is complete, the joint position that should have been at \(t_0\) is estimated. Let \(J_0 = \{j_k^0 = (x_k, y_k) \mid k \in K\}\) be the joint position at \(t_0\), which is the pose estimation result \(J_0\), where \(k\) is the joint ID. Suppose that \(M\) dense optical flows are obtained during \([t_0, t_1]\). \(J_0\) is iteratively updated using the dense optical flows, one by one, to estimate the joint positions \(J_M\) at \(t_1\) as follows:

\[
f_{m+1}^k = f_m^k + F_{m,m+1} [x_k, y_k] \quad (m = 0, \ldots, M - 1)
\]

### 3 EXPERIMENTS

For evaluation, a performance was recorded as a dataset and the proposed method was applied offline. In the performance, a human moved left and right. We used a Propheese Gen3 event-based camera and an Azure Kinect as a frame-based camera to capture the performance. The Azure Kinect Body Tracking [Liu 2019] is used for a frame-based pose estimation. Event buffering was performed every \(N_e = 50,000\) and selected to \(N_t = 10,000\). Since the pose estimation is offline, the ground truth of the joint positions is obtained from the frame-based images. In the evaluation, we also used the computation time of the pose estimation to simulate the latency and use it as a baseline. We applied the proposed method to update the pose estimation output using the event data.

Figure 2(a) shows a quantitative evaluation using MPJPE, which represents the mean error of the joints. In the baseline, the MPJPE increased as the motion became more intense. Meanwhile, the proposed method could keep the MPJPE below a certain level. The accuracy was comparable around frames 0 and 17, when the motion was small, but significantly improved for the intense motion.

Figure 2(b) shows the quantitative evaluation using PCKh, which expresses the percentage of the correct keypoints as whether the estimated position is within the radius expressed as the ratio of the joint length from the neck to the head. The proposed method shifts the plot significantly to the left compared to the baseline output. The percentage of the correct estimates improves by a factor of 2 to PCKh@0.5. As well as the MPJPE, the proposed method was effective in keeping the PCKh below a certain level.

The results of the proposed method are shown in Fig. 1(c) with the bones colored in purple. The second half has intense motion, and the number of updates has increased compared to the first half.

### 4 CONCLUSION

Experimental results showed that the proposed method improves the accuracy by pose updating during the pose estimation process. A future challenge includes the verification in online processing.
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